the slabs’ sinking velocities in the lower mantle, not from sluggish relaxation of the rotational bulge in response to changes in inertia. The bulge effect is present in our calculations, but the changes in C due to subduction were so slow during the last 60 million years that the relaxation of the bulge was not the limiting factor; it is mainly the slow variation in C that controls the rates of polar wander. All three models yield similar amounts of long-term polar wander, especially over the past 60 million years, when rates were always less than 1° per million years. For the VR = 30 model, the rates were <0.5° per million years since the beginning of the Tertiary, with only about 10° total latitudinal drift of the rotation axis since 50 Ma, or an average of about 0.2° per million years, a rate that falls within the observational constraints on TPW (Fig. 1A). The VR = 30 model also gives a good fit to the present-day geoid (15).

Comparison (Fig. 1B) of the polar wander paths predicted by isoviscous (VR = 1) and layered viscosity (VR = 30) models in the same reference frame (26) as that for the observed paths (Fig. 1A) shows a strong sensitivity of the TPW path to variations in viscosity structure. Although the details of the various observed curves also vary greatly, the VR = 30 model does yield a reasonable overall amplitude for TPW since 100 Ma, and the predicted TPW since the early Tertiary (50 to 60 Ma) is about 5° to 10° toward Greenland, roughly in accord with observation. The latter result is also consistent with Judy’s (27) empirical analysis of polar wander resulting from changes in Cenozoic subduction. The model paths for before Tertiary time are not very meaningful because subduction history becomes less well constrained in the time frame of 100 to 200 Ma. Nevertheless, the low observed rate of TPW is explained by relatively slow changes in the global pattern of subduction zones.
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Depletion of the Outer Asteroid Belt
Jer-Chyi Liou* and Renu Malhotra

During the early history of the solar system, it is likely that the outer planets changed their distance from the sun, and hence, their influence on the asteroid belt evolved with time. The gravitational influence of Jupiter and Saturn on the orbital evolution of asteroids in the outer asteroid belt was calculated. The results show that the sweeping of mean motion resonances associated with planetary migration efficiently destabilizes orbits in the outer asteroid belt on a time scale of 10 million years. This mechanism provides an explanation for the observed depletion of asteroids in that region.

Asteroids are small, rocky bodies less than 1000 km in diameter that lie between the orbits of Mars and Jupiter in the region traditionally called the asteroid belt. The outer asteroid belt, from 3 to 5 astronomical units (AU) from the sun, is nonuniform and depleted of asteroids. The orbital eccentricities and inclinations, as functions of semi-major axes, of 7100 numbered asteroids (1) (Fig. 1) show four major features: (i) a lack of asteroids in the 1:2 interior mean motion resonance (MMR) (2) with Jupiter centered at 3.28 AU, (ii) a lack of asteroids between 3.5 and 3.9 AU, (iii) a concentration of asteroids in the 2:3 interior MMR with Jupiter centered at 3.97 AU, and (iv) a lack of asteroids beyond the 2:3 interior MMR. The “gravitational hypothesis” (3) postulates that the gravitational forces of the planets are responsible for shaping the asteroid belt. This hypothesis has explained
gaps at the 1:3 and 1:2 interior MMR locations and the depletion beyond the 2:3 interior MMR (4–6). However, recent numerical simulations of the solar system for a period of 1 billion years based on this hypothesis have failed to reproduce the observed lack of asteroids between 3.5 and 3.9 AU, prompting the conjecture that this feature may be related to the distribution of asteroids at the end of planetary formation or to other nongravitational processes (7, 8). Here we consider the planet migration hypothesis that has been invoked for several outer solar system problems (9, 10).

During the early history of the solar system, it is likely that gravitational scattering of planetesimals by giant planets caused the orbits of Saturn, Uranus, and Neptune to migrate outward and the orbit of Jupiter to migrate inward (11). This dynamical process, if it occurred, would explain the peculiar orbit of Pluto and the capture of Kuiper Belt objects in MMRs with Neptune (9, 10). The migration of the giant planets would also have affected the evolution of the main belt asteroids and may have been responsible for some of the hitherto unsolved mysteries of the observed structure of the asteroid belt (9). We numerically calculated the orbital evolution of 200 test asteroids initially in near-circular, low-inclination orbits in the outer asteroid belt under the perturbing forces of Jupiter and Saturn—when the planets are in their current orbits and when they are in radial migration—to determine how planetary migration would have affected the asteroid distribution.

We used two numerical integration methods: an implicit Runge-Kutta integrator with a self-adjusting step-size control (RADAU) (12) and a modified mixed-variable quasi-symplectic mapping (13). RADAU handles close encounters between a test asteroid and a planet accurately, but its slow calculation speed makes it impractical for a systematic study of the evolution of a large number of asteroids over 10 million years. The mapping method is at least one order of magnitude faster than RADAU, so it is suitable for studying the long-term evolution of test asteroids; however, it is not accurate for close encounters, so we terminated the integration of any asteroid that had a close encounter with any planet (14) and presumed that it had been removed from the asteroid population. We compared the results of simulations using both integrators for integration times less than 10 million years and found that, statistically, both integrators gave the same results. For integrations longer than 10 million years, we used only the mapping integrator.

We modeled the migration of a planet by applying a force opposite to (or along) its orbital velocity vector such that it migrated radially inward (or outward) over time. We included two planets in our simulations: Jupiter with a 0.2-AU inward migration and Saturn with a 0.8-AU outward migration. We used two migration schemes: (i) a linear migration, wherein the planetary semimajor axes changed linearly with time, and (ii) an exponential migration, wherein the rates of change of planetary semimajor axes decayed exponentially with time, with migration time scales ranging from 1 million to 10 million years. The total integration times ranged from 1 million to 100 million years. Hundreds of test asteroids were initially placed between 3.2 and 4.2 AU. Their initial orbital eccentricities and inclinations were randomly chosen between 0 and 0.1 and between 0° and 6°, respectively. Their initial longitudes of ascending node, longitudes of pericenter, and mean longitudes were all randomly chosen between 0° and 360°. Once the initial conditions of test asteroids and planets were set up, their equations of motion were numerically integrated. In our calculations, the planets fully interacted with each other and acted on test asteroids, whereas the test asteroids did not affect the motions of planets.

Our simulation with no planet migration (Fig. 2B) is consistent with previous work: (i) most asteroids at the 1:2 interior MMR were depleted (5), (ii) asteroids at the 2:3 interior MMR were maintained in stable resonance, (iii) asteroids outside 4 AU were removed by close encounters with Jupiter (6), and (iv) the depletion of asteroids between 3.5 and 3.9 AU was only about 50% (7). The latter depletion fraction did not increase even with a 10-fold longer integration of 1 billion years (8). On the other hand, in our simulations with planetary migration, the orbital migration of giant planets produced an efficient depletion in the region between 3.5 and 3.9 AU on million-year time scales (Fig. 2, C through E). The linear and exponential migration simulations gave similar results. They also indicate that the slower the planets migrate, the more efficient the depletion is.

Planet migration increased the efficiency of depletion of asteroids in this particular region because the depletion was caused by the sweeping of MMRs through the region as Jupiter migrated inward. It has been shown recently that, in the current planetary configuration, asteroids at the 4:7, 3:5, and 5:8 interior MMRs with Jupiter (located at 3.58, 3.70, and 3.80 AU, respectively) are unstable over million-year time scales (8, 15). The orbit of an asteroid in one of those three resonances is highly chaotic: An initial circular orbit at these resonances will have its orbital eccentricity pumped up in a short period of time; eventually its orbit crosses that of Jupiter, and close encounters with the planet remove it from that region. It is these three MMRs that provide the 50% depletion of asteroids from the outer solar system.
belt in the classical case (no planet migration). When the migration of giant planets is included or, more specifically, when the inward migration of Jupiter is included, those three resonances sweep through the region between 3.5 and 3.9 AU. Asteroids originally not in any resonances encounter those MMRs and get captured, and their orbits become chaotic (Fig. 3). It is this resonance-sweeping mechanism that depletes asteroids from the outer belt.

We also considered the effect of this mechanism on other parts of the asteroid belt. Asteroids outside 4 AU were removed, whereas asteroids were maintained in the 2:3 interior MMR at 3.97 AU (Fig. 2), consistent with the observed asteroid distribution. However, in our simulations, asteroids were captured and maintained in the 1:2 interior MMR at 3.28 AU, contrary to the observed distribution. How did asteroids were maintained in the 2:3 interior MMR? This imbalance in the population, if it came within 1 Hill radius \( r_H \) of a planet, would be catastrophic to the population, so we assumed that the planet would have been removed from the region.
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**Kinetic Measurement of the Step Size of DNA Unwinding by Escherichia coli UvrD Helicase**

Janid A. Ali and Timothy M. Lohman*

The kinetic mechanism by which the DNA repair helicase UvrD of *Escherichia coli* unwinds duplex DNA was examined with the use of a series of oligodeoxyribonucleotides with duplex regions ranging from 10 to 40 base pairs. Single-turnover unwinding experiments showed distinct lag phases that increased with duplex length because partially unwound DNA interdimer linkages were highly populated during unwinding. Analysis of these kinetics indicates that UvrD unwinds duplex DNA in discrete steps, with an average "step size" of 4 to 5 base pairs (approximately one-half turn of the DNA helix). This suggests an unwinding mechanism in which alternating subunits of the dimeric helicase interact directly with duplex DNA.

DNA helicases are motor proteins that function to unwind duplex (ds) DNA during DNA replication, recombination, and repair and are also components of eukaryotic transcription complexes (1, 2). These enzymes use the chemical energy obtained from nucleoside triphosphate binding or hydrolysis (or both) to perform the mechanical work of unwinding dsDNA, which also requires translocation of the helicase along DNA for processive unwinding.

The *Escherichia coli* UvrD helicase [helicase II (3)] plays essential roles in both methyl-directed mismatch repair (4) and nucleotide excision repair of DNA (5), and in humans, defects in these processes are linked to increased susceptibility to cancer (6). UvrD protein [720 amino acids; molecular mass of 81,989 (7)] forms dimers in the absence of DNA (8), and the dimeric form of the enzyme is functional in DNA unwinding (9). In fact, the functional forms of most DNA helicases are oligomeric (mainly dimers or hexamers), most likely because multiple DNA binding sites are needed for helicase function (1, 10, 11). UvrD displays a 3'->5' polarity in DNA unwinding (12), in that a 3' single-stranded (ss) DNA flanking the duplex facilitates initiation of unwinding in vitro (9); however, UvrD can also initiate unwinding at a nick (13). UvrD shares about...